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Background

Traditional Algorithm (3DVar)

𝐲|𝐱~𝒩 ℋ 𝐱 , R

ℒ! 𝐱, 𝐲 = − log 𝑝 𝐲|𝐱 ℒ" 𝐱, 𝐱" = − log 𝑝 𝐱|𝐱"

Variational Methods: 𝐱! = argmax
𝐱
𝑝 𝐱|𝐱#, 𝐲

Assumption 2: B = UU$, U = U%U&U'S

Assumption 1: 𝐱|𝐱#~𝒩 𝐱#, B

observation term background term

Gaussian 
assumption may 
not be correct.

Motivation

Heavily reply on 
expert knowledge

Learning 𝑝 𝐱|𝐱# with 
a generative neural network

source: GEN_BE 2.0

prior predictions (𝐱#) observations (𝐲)

analysis (𝐱!)

Data Assimilation

𝐱! = argmin
𝐱

ℒ( 𝐱, 𝐲 + ℒ# 𝐱, 𝐱#

Purpose: improve the formulation of
the background term with the help of
neural networks.
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Approximation: let 𝐱 = 𝐱# +𝒟 𝐰 , then

High dimensional
Complicated

VAE-Var Framework
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VAE-Var

VAE Approximation

log 𝑝 𝐱|𝐱" = log 𝑝# 𝐱 − 𝐱"
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Results

WeatherBench (a global weather system).
Variables: 4 surface var. + 5 upper-air var.
Horizontal resolution: 0.25° (1440×721)
Vertical resolution: 13 layers

Dynamical System

Forecasting Model
FengWu (a prominent global AI weather 
forecasting model)

Single-Point Observation

Cyclic Forecasting

VAE-Var outperforms both 3DVar and DiffDA, 
especially under sparse observational settings.

How does an observation of Z500 at 21°N, 
129°E affect the estimate of wind fields?

Z500=57600m2/s2 Z500=57000m2/s2

Analysis increment of the wind fields

Clockwise Counterclockwise

Why VAE (instead of diffusion)?
Straightforward formulation, easy to train.


