
Is Interactive Open Access Publishing Able to Identify
High-Impact Submissions? A Study on the Predictive
Validity of Atmospheric Chemistry and Physics
by Using Percentile Rank Classes

Lutz Bornmann
Max Planck Society, Office of Research Analysis and Foresight, Hofgartenstr. 8, D-80539 Munich,
E-mail: bornmann@gv.mpg.de

Hermann Schier and Werner Marx
Max Planck Institute for Solid State Research, Heisenbergstraße 1, D-70569 Stuttgart, Germany.
E-mail: {h.schier, w.marx}@fkf.mpg.de

Hans-Dieter Daniel
ETH Zurich, Professorship for Social Psychology and Research on Higher Education, Zähringerstr. 24,
CH-8092 Zurich; University of Zurich, Evaluation Office, Mühlegasse 21, CH-8001 Zurich, Switzerland.
E-mail: daniel@evaluation.uzh.ch

In a comprehensive research project, we investigated the
predictive validity of selection decisions and reviewers’
ratings at the open access journal Atmospheric Chem-
istry and Physics (ACP). ACP is a high-impact journal
publishing papers on the Earth’s atmosphere and the
underlying chemical and physical processes. Scientific
journals have to deal with the following question con-
cerning the predictive validity: Are in fact the “best” sci-
entific works selected from the manuscripts submitted?
In this study we examined whether selecting the “best”
manuscripts means selecting papers that after publi-
cation show top citation performance as compared to
other papers in this research area. First, we appraised
the citation impact of later published manuscripts based
on the percentile citedness rank classes of the pop-
ulation distribution (scaling in a specific subfield).
Second, we analyzed the association between the deci-
sions (n = 677 accepted or rejected, but published
elsewhere manuscripts) or ratings (reviewers’ ratings
for n = 315 manuscripts), respectively, and the citation
impact classes of the manuscripts. The results confirm
the predictive validity of the ACP peer review system.

Introduction

The essential principle of journal peer review is that judg-
ments about the scientific merit of a manuscript are made
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by persons that have demonstrated competence to make
such a judgment: the peers. Researchers submit manuscripts
to a journal and their peers evaluate whether they should
be published. In the light of peer review, an editorial deci-
sion is then made to publish or not publish in the journal
(British Academy, 2007). According to Hansson (2006), peer
review guarantees the quality of scientific knowledge prod-
ucts. Ideally, the peer review process prevents the publication
of bad work (poorly conceived, designed, or executed stud-
ies) (Hames, 2007). “When the peer review process works,
statements and opinions are not arbitrary, experiments and
data meet certain standards, results follow logically from
the data, merit rather than influence determines what is pub-
lished, and researchers do not have to waste their time reading
unfiltered material” (McCormack, 2009, p. 64).

In a survey of 3,040 academics on peer review conducted
in 2007, 93% of the respondents disagreed that peer review
is unnecessary (Publishing Research Consortium, 2008), but
nonetheless there has been much criticism of the process over
recent years. Critics of peer review charged the process with
conservatism, as important and innovative papers are not rec-
ognized by reviewers (see here Hames, 2007). The process
cannot guarantee “that ‘good’ science will prevail and ‘bad’
be rejected” (Geisler, 2000, p. 234). All in all, peer reviewers
were said to do “a poor job of controlling quality” (Shatz,
2004, p. 2). Upon the background of these and similar criti-
cisms of a process that is so central to science, it is considered
necessary to examine the peer review process with the same
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rigor that is commonly applied in scientific research generally
(de Vries, Marschall, & Stein, 2009). These studies should
aim to contribute to the peer review process being “carried
out well and professionally” (Hames, 2007, p. 2).

Scientific journals that use peer review as a selection
procedure have to deal with the following question con-
cerning the predictive validity of the selection decisions:
Are in fact the “best” scientific works selected from the
manuscripts submitted? Reputable journals should addition-
ally clarify whether selecting the “best” manuscripts also
means selecting papers that after publication show top cita-
tion performance within their fields. According to our search
of the literature, up to now only six empirical studies have
been published on the level of predictive validity associated
with editorial decisions. Research in this area is extremely
labor intensive, since a validity test requires information
regarding the fate of rejected manuscripts. All six stud-
ies were based exclusively on citation counts as a validity
criterion. The editors of the Journal of Clinical Investiga-
tion (Wilson, 1978) and the British Medical Journal (Lock,
1985) undertook their own investigation into the question
of predictive validity. Daniel (1993) and Bornmann and
Daniel (2008a,b, 2010a) examined the editorial decisions at
Angewandte Chemie International Edition (AC-IE). Opthof,
Furstner, van Geer, and Coronel (2000) and McDonald, Cloft,
and Kallmes (2009) looked at Cardiovascular Research and
the American Journal of Neuroradiology, respectively. All
of the studies showed that the editorial decisions (acceptance
or rejection) for the different journals appear to reflect a rather
high degree of predictive validity when citation counts are
used as a validity criterion.

In a comprehensive research project, we investigated the
quality of selection decisions and reviewers’ ratings at
the journal Atmospheric Chemistry and Physics (ACP). ACP
is an open access (OA) journal, where the authors retain
the copyright and the journal adopts the ‘author/institution
pays’ policy (see here Giglia, 2007). Up to now, we pub-
lished three publications from the project: (1) In Bornmann
and Daniel (2010b) we examined the interrater reliability
of ACP, i.e., “the extent to which two or more independent
reviews of the same scientific document agree” (Cicchetti,
1991, p. 120). (2) Bornmann, Neuhaus, and Daniel (in
press) investigated whether Thomson Reuters (Philadelphia,
PA), for the Journal Citation Reports, Science Edition, cor-
rectly calculates the Journal Impact Factor (JIF) of ACP that
publishes several versions of a manuscript within a two-
stage publication process. (3) Bornmann, Marx, Schier, Thor,
and Daniel (2010) examined the fate of manuscripts that
were rejected by ACP, searched the JIFs of the journals in
which rejected manuscripts were later published, and under-
took a citation impact comparison of accepted and rejected
but published elsewhere manuscripts.

As ACP is a high-impact journal in its field, in this study
we examine whether selecting the “best” manuscripts among
submitted also means selecting papers that after publication
show top citation performance within their field. The first
step of our approach in this study is to appraise the citation

impact of manuscripts with different editorial decisions and
reviewers’ ratings based on the percentile citedness ranks of
the population distribution (scaling in a specific subfield).
The second step is to determine the association between the
decisions and ratings, respectively, and the citation impact of
the manuscripts.

With this evaluation of peer review at ACP we follow
the recommendation by van Rooyen (2001) and Rowland
(2002), among others, to conduct peer review research also
for smaller or more specialist journals: “Our own studies have
been conducted in a large general medical journal, and only
in the UK. Other large studies have been conducted in the
United States, but again in larger journals. It is important to
know if the results obtained can be generalized to smaller or
more specialist journals” (van Rooyen, 2001, p. 91). ACP is
a smaller and a relatively new journal that publishes stud-
ies investigating the Earth’s atmosphere and the underlying
chemical and physical processes most relevant for research
on global warming.

Methods

Manuscript Review at ACP

ACP was launched in September 2001. It is published by
the European Geosciences Union (EGU; http://www.egu.eu)
and Copernicus Publications (http://publications.copernicus.
org/). ACP is freely accessible via the Internet (www.atmos-
chem-phys.org). It has the second highest annual JIF in the
category “Meteorology & Atmospheric Sciences” (at 4.927
in the 2008 Journal Citation Reports). ACP has a two-stage
publication process, with a “new” peer review process con-
sisting of public peer review and interactive discussion (Koop
& Pöschl, 2006; Pöschl, 2004) that is described on the ACP
Website as follows: In the first stage, manuscripts that pass a
rapid prescreening process (access review) are immediately
published as “discussion papers” on the journal’s Website
(by doing this, they are published in Atmospheric Chemistry
and Physics Discussions, ACPD). These discussion papers
are then made available for “interactive public discussion,”
during which the comments of designated reviewers (usually,
reviewers that already conducted the access review), addi-
tional comments by other interested members of the scientific
community, and the authors’ replies are published alongside
the discussion paper.

During the discussion phase, the designated reviewers
are asked to answer four questions according to the ACP’s
principal evaluation criteria (see http://www.atmospheric-
chemistry-and-physics.net /review/ms_evaluation_criteria.
html). The questions ask about scientific quality, scien-
tific significance, presentation quality, and whether the
manuscript is worthy of publication. With regard to scien-
tific quality, for instance, the question is: “Are the scientific
approach and applied methods valid? Are the results dis-
cussed in an appropriate and balanced way (consideration
of related work, including appropriate references)?” The
response categories for the question are: (1) excellent,
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(2) good, (3) fair, and (4) poor. After the end of the discussion
phase every author has the opportunity to submit a revised
manuscript taking into account the reviewers’ comments and
the comments of interested members of the scientific com-
munity. Based on the revised manuscript and in view of
the access peer review and interactive public discussion, the
editor accepts or rejects the revised manuscript for publica-
tion in ACP. For this decision, further external reviewers may
be asked to review the revision, if needed.

Database for the Present Study

For the investigation of peer review atACP we had data for
1,111 manuscripts that went through the completeACP selec-
tion process in the years 2001 to 2006. These manuscripts
reach one of the following final statuses: 958 (86%) were
published in ACPD and ACP, 74 (7%) were published in
ACPD but not in ACP (here the editor rejected the revised
manuscript), and 79 (7%) were not published in either ACPD
or ACP (these manuscripts were rejected during the access
review). Of a total of 153 manuscripts, 38 (25%) that were
submitted to ACP but not published by ACP were later sub-
mitted by the author to another journal and published there.
No publication information was found for 115 (75%) of these
manuscripts, whereby 70 of the 115 manuscripts (61%) were
published in ACPD (Bornmann, Marx, et al., 2010). Accord-
ing to Schulz (2010), there are two reasons for the ACP’s
high publication rate of submissions (see also Pöschl, 2010):
By using the public peer review and interactive discussion,
(1) this journal can expect a high average quality of sub-
mitted manuscripts, and (2) it works harder than journals
working with the traditional peer review to keep and improve
the submissions.

In the examination of the predictive validity of acceptance
versus rejection decisions in this study only 677 manuscripts
could be included of the total of 1,066 manuscripts that
were submitted to and later published in ACP or elsewhere.
This reduction in the number of cases is mainly due to the
fact that for many manuscripts no percentile citedness rank
for evaluation of the citation impact could be found: There
exists a field entry in Chemical Abstracts (CA) (Chemical
Abstracts Services, Columbus, OH) in the literature database
(see Reference Standard, below) for 698 manuscripts, and
for 21 of those manuscripts there are no citation counts (see
Conducting Citation Analysis, below). Due to the two rea-
sons mentioned, the results of this study are valid mainly for
manuscripts that were captured by CA—that is, chemistry
and related sciences.

Reviewers’ ratings on the scientific quality of the
manuscripts were available for 552 (55%) of the 1,008
manuscripts that were reviewed in the discussion phase of
ACP public review. This reduction in number is due to the
fact that the publisher has stored the ratings electronically
only since 2004. In the evaluation of predictive validity in
this study we included ratings only for those manuscripts of
the total of 552 manuscripts that were later published in ACP
(n = 496). Through this restriction, factors were held constant

in the evaluation that could have an undesired influence on
the investigation of the association between reviewers’ratings
and citation counts (for example, the prestige of the journal
publishing the manuscript). As when examining the edi-
torial decisions, here again only those manuscripts could
be included in the analysis for which a percentile cited-
ness rank class could be calculated for evaluation of the
citation impact (see above). This resulted in a further reduc-
tion of the number of manuscripts from n = 496 to n = 315.
Of these 315 manuscripts, 20% (n = 62) have one review,
61% (n = 193) have two, 16% (n = 50) have three, and 3%
(n = 10) have four independent reviews. For the statistical
analysis, for each manuscript the median of the independent
ratings for the scientific quality was computed. According to
Thorngate, Dawes, and Foddy (2009), the average error in
ratings decreases with an increasing number of raters.

Conducting Citation Analysis

As there is currently no mathematical formula that can
quantify the “quality” of an article (Figueredo, 2006), it is
usual to examine the predictive validity of the peer review pro-
cess using citation counts (van Raan, 2004). For Pendlebury
(2008), “tracking citations and understanding their trends in
context is a key to evaluating the impact and influence of
research” (p. 3). For manuscripts published in ACP, ACPD,
or elsewhere, we determined the number of citations for
a fixed time window of 3 years including the publication
year. “Fixed citation windows are a standard method in bib-
liometric analysis, in order to give equal time spans for
citation to articles published in different years, or at different
times in the same year” (Craig, Plume, McVeigh, Pringle, &
Amin, 2007, p. 243). The citation analyses were conducted
based on CA. CA is a comprehensive database of publicly
disclosed research in chemistry and related sciences (see
http://www.cas.org/).

CA does not include manuscripts published in ACPD
as documents in the source index. But their citations are
searchable using a method that is comparable to the ‘Cited
Reference Search’ in Web of Science (WoS) (Thomson
Reuters). For a manuscript the frequency of the various vari-
ants of the journal title of ACPD (for example, Atm Chem
Phys Disc, Atm Chem Phys Discus, Atmos Chem Phys
Disc) is searched in combination with the publication years
within the totality of the references (citations) captured in
the database and restricted to the correct time window. If a
manuscript in our dataset was published not only inACPD but
also in another journal (mainly in ACP), the citation counts
for both publications are added up. The addition of the two
citation counts was conducted due to the fact that double
count citations (that is, citation of both publications of a
manuscript within one paper) occur only rarely (see here also
Bloom, 2006).

Checking for double count citations was carried out
using a recently developed routine for macro programming
of the Messenger command language from STN Interna-
tional (Eggenstein-Leopoldshafen, Germany). This allowed
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examination of the number of double count citations of the
958 individual ACP papers with the corresponding papers in
ACPD in the Science Citation Index (SCI, Thomson Reuters)
up to the present. Only 18 true double count citations were
found where an ACP paper was cited together with the cor-
responding paper published in ACPD. In addition, we did
a manual check of the number of double count citations
for the complete ACP publication year 2004 as an example:
For 2004 SCI shows 174 ACP papers as source items. The
intersection of the 2,320 papers citing these ACP papers with
the 371 papers citing the corresponding ACPD papers was
90 citing papers. In these 90 citing papers, at least one ACP
paper from 2004 was cited together with anACPD paper from
2004. A manual check of the citations of the ACP and ACPD
papers in the citing papers revealed only three true double
count citations. As using the two methods the citations across
the complete time period were included, the number of dou-
ble count citations for a 3-year window is smaller. Usually,
the authors cited different papers and not corresponding ACP
and ACPD papers.

Reference Standard

As the aim of the present study on the ACP was to
evaluate a high-impact journal in the field of meteorology
and atmospheric sciences, our focus was on peak perfor-
mance. Our intention when conducting the citation analyses
was not only to find out whether ACP peer review is
able to select the “better” research (which we investigated
in Bornmann, Marx, et al., 2010) but also to be able to
identify “high-impact” submissions (see here Research Eval-
uation and Policy Project, 2005). Determining highly cited
papers is possible only based on field-specific reference stan-
dards (Aksnes, 2003), as there are large differences in the
expected citation frequencies between different (sub-)fields
(Bornmann, Mutz, Neuhaus, & Daniel, 2008). For example,
Radicchi, Fortunato, and Castellano, (2008) found that papers
in biology (subject category of the journals where the
papers appear; see Thomson Reuters) are cited on aver-
age 14.6 times, whereas papers in developmental biology
are cited on average 38.67 times (see here also Bornmann &
Daniel, 2009). Therefore, in this study the performance
of manuscripts with acceptance or rejection decisions of
ACP and reviewers’ ratings was compared with international
scientific reference standards. For this,Vinkler (1997) recom-
mends calculating relative subfield citedness (RW) (see also
van Raan, 1999): “Relative Subfield Citedness (Rw) (where
W refers to ‘world’) relates the number of citations obtained
by the set of papers evaluated to the number of citations
received by a same number of papers published in jour-
nals dedicated to the respective discipline, field or subfield”
(p. 164, see also Vinkler, 1986).

As Vinkler’s (1997) definition of RW indicates, the
determining of research fields in most studies of research
evaluation is based on a classification of journals into sub-
ject categories developed by Thomson Reuters (Bornmann
et al., 2008). “The Centre for Science and Technology

Studies (CWTS) at Leiden University, the Information Sci-
ence and Scientometrics Research Unit (ISSRU) at Budapest,
and Thomson Scientific [now Thomson Reuters] itself use
in their bibliometric analyses reference standards based on
journal classification schemes” (Neuhaus & Daniel, 2009,
p. 221). Each journal as a whole is classified as belonging
to one or several subject categories. In general, this jour-
nal classification scheme proves to be of great value for
research evaluation. But its limitations become obvious in
the case of multidisciplinary journals such as Nature or Sci-
ence (see, for example, Glänzel, Schubert, & Czerwon, 1999)
and highly specialized fields of research (e.g., Glänzel, Thijs,
Schubert, & Debackere, 2009; Kostoff, 2002; Schubert &
Braun, 1996). Papers that appear in multidisciplinary jour-
nals cannot be assigned exclusively to one field, and for
highly specialized fields no adequate reference values exist.
To overcome the limitations of journal classification schemes,
Neuhaus and Daniel (2009) proposed an alternative reference
standard that is based on a paper-by-paper basis (see also
Neuhaus & Daniel, 2010; Neuhaus, Marx, & Daniel, 2009).
We follow that proposal in the present study. In contrast to
a reference standard based on journal sets, where all papers
in a journal are assigned to one and the same field, with the
alternative reference standard every publication is associated
with a single principal (sub-)field entry that makes clearly
apparent the most important aspect of the work (see here also
Kurtz & Henneken, 2007; Pendlebury, 2008).

For evaluation studies in chemistry and related fields,
Neuhaus and Daniel (2009) proposed building reference
values based on publication and citation data that refer to
the subject areas of CA (see also van Leeuwen, 2007). For
CA, CAS categorizes chemical publications into different
subject areas (chemical fields, called “sections”). Every pub-
lication becomes associated with a single principal entry
that makes clearly apparent the most important aspect of
the work (Daniel, 1993). In contrast to the journal sets pro-
vided by Thomson Reuters, CA sections are assigned on a
paper-by-paper basis (Bornmann, et al., 2008). According
to Neuhaus and Daniel (2009), “the sections of Chemical
Abstracts seem to be a promising basis for reference stan-
dards in chemistry and related fields for four reasons: (1) the
wider coverage of the pertinent literature; (2) the quality of
indexing; (3) the assignment of papers published in multi-
disciplinary and general journals to their respective fields;
and (4) the resolution of fields on a more specific level
(e.g., mammalian biochemistry) than in journal classifica-
tion schemes (e.g., biochemistry and molecular biology).
The proposed reference standard is transparent, reproducible
and overcomes some limitations of the journal classification
scheme of Thomson Scientific” (pp. 227–228).

For the present study, to set reference values we
used publication and citation data for 25 CA subsections
(e.g., “Electronic Spectroscopy”) within 10 CA sections (e.g.,
“Optical, Electron, and Mass Spectroscopy and Other Related
Properties”) (see here Chemical Abstracts Service, 1997).
For each of these 25 CA subsections we have in the sample
at least one accepted or rejected (but published elsewhere)
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manuscript. The reference standard for a section is based on
the publications of the year, in which at least one manuscript
in our dataset was published, and the citations of these pub-
lications for a fixed 3-year citation window. The manuscripts
accepted or rejected (but published elsewhere) by ACP are
mainly research articles and reviews. Because CAS “does
not provide a distinct document type for research articles”
(Neuhaus & Daniel, 2009, p. 226), the reference standards
were generated by excluding publications with nonrelevant
document types, such as conference proceedings.

Percentile Citedness Rank Procedure

In educational and psychological testing, percentile rank
scores are used widely as a standard for comparison in order
to judge a person’s test scores (intelligence test scores, for
example) based on a comparison with the percentiles of a
calibrated sample (see Jackson, 1996). Percentile rank scores
usually involve ranking the units, which in this study are
papers, in ascending order according to a criterion, here cita-
tion counts (see Rousseau, 2005, for an example of the use of
percentiles describing journal impact). Next, the frequencies
with which papers with a certain citation count are found are
accumulated successively across all papers (papers with cita-
tion count 0, 1, 2, . . .). The percentile rank score amounts to
the fraction of the cumulative frequencies of the total number
of all papers (Bornmann, Mutz, & Daniel, 2007).

Particularly in bibliometric analysis the use of percentile
rank scores for evaluative purposes is very advantageous
(see Evidence Ltd., 2007; Plomp, 1990), as no assumptions
have to be made as to the distribution of citations; that is,
the scores are applicable also for the (usually) right-skewed
distributions of bibliometric data, distributed according to a
power law (Adler, Ewing, Taylor, & Hall, 2009). In order
to compare the citation rates of manuscripts, it is a com-
mon approach in bibliometrics to calculate arithmetic means.
However, there are dangers in the orientation to the mea-
sures of central tendency: In the face of nonnormal distributed
citation data, the arithmetic mean value can give a distorted
picture of the kind of distribution (Bornmann et al., 2008),
“and it is a rather crude statistic” (Joint Committee on Quanti-
tative Assessment of Research, 2008, p. 2). Arithmetic means
diagrams show mainly where publications with high citation
rates are to be found. According to Evidence Ltd. (2007)
“where bibliometric data must stand-alone, they should be
treated as distributions and not as averages” (p. 10).

Through the use of percentile rank scores the scientist’s
papers can be assigned directly to unambiguous impact
classes (through which the “experience-based” assignment to
impact classes can be dropped, see here van Raan, 2004). The
Essential Science Indicators (ESI) from Thomson Reuters,
for example, offers baselines that provide expected cita-
tion rates for groups of papers in a specific field. The ESI
percentiles table displays data on the minimum number of
citations needed to meet the top 50%, 20%, 10%, 1%, 0.1%,
and 0.01% of publications within 22 broad fields of science.
For instance, in the “Chemistry” table, a value of 139 in the

1% column for the year 1999 (retrieved on January 15, 2010)
indicates that the top 1% of papers in chemistry journals
entered into the SCI in that year was cited at least 139 times.

Establishing the Reference Values With the Percentile
Citedness Rank Procedure

Using the publication and citation data for each CA
subsection, reference values were set in order to allow com-
parisons, on a common scale, of the citation counts of the
manuscripts with acceptance or rejection decisions of ACP
and reviewers’ ratings and assigned by CAS to individ-
ual CA subsections (Bornmann, Mutz, Marx, Schier, &
Daniel, conditionally accepted for publication). The refer-
ence values were computed using a percentile citedness rank
procedure. First, the citation counts Xi received by the ith
publications within n publications published in a given CA
subsection were counted. Then the publications were ranked
in increasing order

X1 ≤ X2 ≤ . . . ≤ Xn

where X1 (Xn) denotes the number of citations received by
the least (most) cited publication. Finally, in each CA sub-
section each individual publication was assigned a percentile
citedness rank based on this distribution. If, for example,
a single publication within a CA subsection had 50 citations,
and this citation count was equal to or greater than the citation
counts of 90% of all publications in the CA subsection, then
the percentile citedness rank of this publication would be at
best 90. The publication would be in the 90th percentile (or
higher).

In the present study, within each CA subsection the per-
centiles were grouped in eight percentile citedness rank
classes: (1) papers with a percentile less than the 25th
percentile (called in the following: <25%); (2) papers from
the 25th to the 50th percentile (25%); (3) papers from the
50th to the 75th percentile (50%); (4) papers from the 75th
to the 90th percentile (75%); (5) papers from the 90th to
the 95th percentile (90%); (6) papers from the 95th to the
99th percentile (95%); (7) papers from the 99th to the 99.9th
percentile (99%); (8) top 0.1% of papers with a percentile
equal to or greater than the 99.9th percentile. Based on
the limit values (citation counts) of the percentile citedness
rank classes that were set for each CA subsection in the
present study, each individual accepted or rejected (but pub-
lished elsewhere) manuscript was assigned to one of the eight
percentile citedness rank classes.

The percentile citedness rank classes that we established
for the individual CA subsections are very well suited for
identifying the highly cited papers in a CA subsection.
However, in evaluative bibliometrics there is uncertainty
regarding what percentile citedness rank a paper should have
to be considered highly cited. According to Tijssen, Visser,
and van Leeuwen (2002) and Tijssen and van Leeuwen
(2006), highly cited papers are those among the top 10% of
the most highly cited papers—that is, papers in or greater
than the 90th percentile (see also Lewison, Thornicroft,

JOURNAL OF THE AMERICAN SOCIETY FOR INFORMATION SCIENCE AND TECHNOLOGY—January 2011 65
DOI: 10.1002/asi



Szmukler, & Tansella, 2007). In the ESI Thomson Reuters
classifies as highly cited papers that belong to the top 1%
of papers worldwide (papers in or greater than the 99th per-
centile), taking into account the field and year of publication
(see also National Science Board, 2008).

Statistical Procedure

We tested the association between two categorial vari-
ables: (1) percentile citedness rank classes, and (2a) CA
subsections or (2b) the categorized reviewers’median ratings,
respectively, using Pearson’s chi-square test (Agresti, 2002).
A requirement for calculation of the asymptotic p-value (the
term “asymptotic” means “given a sufficient sample size”)
based on Pearson’s statistic is that for tables larger than 2 × 2
a minimum expected count of 1 is permissible as long as
no more than about 20% of the cells have expected val-
ues below 5 (Cochran, 1954). As this requirement was not
fulfilled by one of the tables in this study, we used the
Monte Carlo option of StatXact (Cytel Software, 2010).
The Monte Carlo option can generate an extremely accu-
rate estimate of the exact p-value by the simple process of
sampling tables from the reference set of all tables with the
observed margins a large number of times (the default is
10,000 times). Provided each table is sampled in proportion to
its hypergeometric probability, the fraction of sampled tables
that are at least as extreme as the observed table gives an
unbiased estimate of the exact p-value. That is, if M tables
are sampled from the reference set, and Q of them are at least
as extreme as the observed table, the Monte Carlo estimate
of the exact p-value is:

P̂ = Q

M

Since the result of the statistical significance test is depen-
dent on sample size and “statistical significance does not
mean real life importance” (Conroy, 2002, p. 290), it is the
strength of the association that is more interesting and impor-
tant for interpreting the empirical finding. For calculating
strength, we have to employ an additional measure of associ-
ation, i.e., Cramer’s V coefficient (Cramér, 1980). According
to Kline (2004), Cramer’s V “is probably the best known
measure of association for contingency tables” (p. 151).

Results

Table 1 shows the number and proportions of all
manuscripts (n = 667 accepted and n = 10 rejected but pub-
lished elsewhere manuscripts) within the eight percentile
citedness rank classes for different CA subsections. As
the table shows, the 677 manuscripts were assigned by
CAS to mainly two CA sections: “Air Pollution and Indus-
trial Hygiene” (n = 449) and “Mineralogical and Geologi-
cal Chemistry” (n = 205). Other sections (n = 23), such as
“Water,” are relatively seldom. In contrast to the journal
AC-IE (a multidisciplinary high-impact chemistry journal),
whose manuscripts are found distributed across approx-
imately three-quarters of all CA sections (Bornmann &

Daniel, 2008b), the ACP thus has a clearly focused
publication profile (or submission profile). In addition to the
CA subsections Table 1 shows the citation limits for the 99th
percentile, to give the reader an idea of the variety of the
expected values for citations in the individual CA subsec-
tions. In order to belong to the top 1% of papers in a sub-
section, a manuscript needs between at least 11.7 (subsection
“Optical, Electron, and Mass Spectroscopy and Other Related
Properties – Moessbauer spectrometry”) and at least 87.9
(subsection “Nuclear Phenomena – Cosmic rays and cos-
mology”) citations. As the limits for the section “Optical,
Electron, and Mass Spectroscopy and Other Related Proper-
ties” show, these clear citation differences are found not only
between CA sections but also between the subsections of an
individual CA section. This is a clear indication of the neces-
sity to include reference values in the citation impact analysis.

The last three rows of Table 1 show the distribution of all
accepted or rejected but published elsewhere manuscripts for
the eight percentile citedness rank classes. Thirty manuscripts
were assigned to the highest impact classes (99.9% and 99%).
As the cumulative percents show, 4% of the manuscripts
belong to the top 1% (≥99th percentile) and 19% to the
top 5% (≥95th percentile) of papers within their CA subsec-
tion.Approximately one-third of the manuscripts are top 10%
papers (≥90th percentile) and can be considered to be highly
cited papers (or the “elite set” of papers) according to the
definition by Tijssen et al. (2002). In this connection, com-
parison values are available for the journal AC-IE: Results
by Bornmann et al. (conditionally accepted for publication)
show that between 9% (“Organometallic and Organometal-
loidal Compounds”) and 26% (“Heterocyclic Compounds
(One Hetero Atom)”) of the manuscripts in their dataset
(at AC-IE, accepted or rejected but published elsewhere
manuscripts ) are among the top 5% of papers in a CA section.
Based on these figures, the impact of the ACP manuscripts
can be considered to be extremely high, since the ACP fig-
ures refer to all manuscripts and not only manuscripts in the
individual CA sections. This finding also illustrates very well
that JIFs are not comparable across research fields: The JIF
of AC-IE, at 10.879, is about twice as high as the JIF of ACP.

Table 2 (parts A and B) shows (A) the proportions of
accepted, and (B) the numbers of rejected but published else-
where manuscripts, within eight (A) and four (B) percentile
citedness rank classes for different CA sections. As only
23 manuscripts could not be assigned to the CA sections
“Air Pollution and Industrial Hygiene” and “Mineralogical
and Geological Chemistry,” these manuscripts were grouped
together in the table (part A) in one category called “Other
Section.” As Table 2 (B) shows, 10 manuscripts in the dataset
of this study were rejected by ACP. Whereas according to
the results in Table 2 (B) no rejected manuscript belongs to the
top 10% of the papers within a CA section (all manuscripts
were assigned to a lower impact class), Table 2 (A) shows
that about one-third of the accepted manuscripts belong to the
top 10%. Even though only a small part of the already small
number of manuscripts rejected by ACP could be included in
the analysis of this study, this finding confirms the predictive
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TABLE 1. Numbers and proportions (row percent) of accepted or rejected but published elsewhere manuscripts within eight percentile citedness rank
classes for different CA subsections.

Percentile citedness rank class

CA subsection (number of CA subsection) Citation limit for 99%a <25% 25% 50% 75% 90% 95% 99% 99.9% Total

Mineralogical and Geological Chemistry (53)
Reviews (00) 39.0 1 1 1 3
Igneous rocks (03) 22.0 2 2
Cosmochemistry and meteorites (09) 54.4 1 2 1 4
Atmosphere (10) 28.0 6 22 53 45 32 27 7 1 193
Geochemistry of water (11) 15.0 2 2
Other (12) 34.3 1 1
Total 9 24 55 46 34 27 8 2 205
Row percent 4 12 27 22 17 13 4 1 100
Row percent (cumulative) 100 96 84 57 35 18 5

Air Pollution and Industrial Hygiene (59)
Reviews (00) 85.5 2 1 3 5 1 2 1 1 16
Analysis (01) 22.2 2 5 10 11 8 4 1 1 42
Air pollutants and air pollution (02) 30.0 19 71 68 88 61 60 14 2 383
Combustion engine exhaust gas and 26.9 1 3 2 1 7

catalytic converters (03)
Industrial waste gases (04) 21.0 1 1
Total 24 77 84 107 71 66 16 4 449
Row percent 5 17 19 24 16 15 4 1 100
Row percent (cumulative) 100 95 78 59 35 19 4b

Water (61)
Source (01) 16.9 1 2 2 1 1 7
Water pollution (02) 23.0 1 1
Analysis (03) 34.7 2 2
Atmospheric precipitation (09) 12.6 1 1 2

Optical, Electron, and Mass Spectroscopy and
Other Related Properties (73)
Electronic spectroscopy (04) 38.3 1 1
Moessbauer spectrometry (07) 11.7 1 1
Astrophysical spectra (09) 85.6 2 2
Spectrometers and optical apparatus (11) 41.0 1 1

Others
Food and Feed Chemistry – Analysis (17-01) 23.0 1 1
Surface Chemistry and Colloids – Liquid-gas 22.0 1 1

systems (66-01)
Nuclear Phenomena – Cosmic rays and 87.9 1 1

cosmology (70-07)
Radiation Chemistry, Photochemistry, and 37.0 1 1

Photographic and Other Reprographic
Processes – Radiation chemistry and
photochemistry (74-01)

Inorganic Analytical Chemistry – Reagents (79-03) 46.4 1 1
Terpenes and Terpenoids – Monoterpenes (C10), 33.8 1 1

including cannabinoids, chrysanthemic acids,
and iridoid aglycons (30-10)

Total (all subsections) 37 104 144 157 109 96 24 6 677
Row percent 5 15 21 23 16 14 4 1 100
Row percent (cumulative) 100 95 79 58 35 19 4b

Note. Citation impact of 677 accepted or rejected, but published elsewhere manuscripts for a fixed time window of 3 years including the publication year.
a The values indicate the limit in order to belong to the top 1% of papers (that is, to be in die 99th percentile citedness rank class or higher) in a CA

subsection. Depending on the subsection the values refer to different publication years of the papers (from 2002 to 2006) but always based on a three-year
citation window.

b Due to a round-off error, the resulting value is 4 and not 5.

validity of the ACP selection decisions as already ascertained
by Bornmann, Marx, et al. (2010). The nonsignificant result
of the chi-square test and the small effect size for Table
2 (A) in addition show that the successful selection of the

manuscripts by the editors applies to all CA sections repre-
sented in the dataset: The percentages for the assignment of
the manuscripts to the individual impact classes in the table
hardly differ between the individual sections in the table.
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TABLE 2. (A) Proportions of accepted and (B) numbers of rejected but published elsewhere manuscripts within eight (A) and four (B) percentile citedness
rank classes for different CA sections.

(A) Accepted manuscripts (proportions)

CA section (number of CA subsection) (number of manuscripts within the CA section)

Air Pollution and Mineralogical and
Percentile citedness Industrial Hygiene (59) Geological Chemistry (53) Other section Total Cumulative
rank class (n = 441) (n = 203) (n = 23) (n = 667) percent

<25% 5 3 17 5 100
25% 17 12 13 15 95
50% 18 27 22 21 80
75% 24 23 18 23 59
90% 16 17 17 16 36
95% 15 13 13 15 20
99% 4 4 4 5
99.9% 1 1 1

Total 100 100 100 100

(B) Rejected but published elsewhere manuscripts (numbers)

CA section (number of CA subsection)

Percentile citedness Air Pollution and Mineralogical and
rank class Industrial Hygiene (59) Geological Chemistry (53) Total

<25% 2 2 4
25% 2 0 2
50% 2 0 2
75% 2 0 2

Total 8 2 10

Note. χ2
14 = 17.3, Pˆ= .24, Cramer’s V = 0.11.

Citation impact of 667 accepted manuscripts for a fixed time window of 3 years including the publication year.
Citation impact of 10 rejected, but published elsewhere manuscripts for a fixed time window of three years including the publication year.

Because almost all manuscripts that were included in the
above citation analysis for accepted or rejected but pub-
lished elsewhere manuscripts belong to one single group
(published in ACP and ACPD), we undertook a differentia-
tion within this group based on the reviewers’ratings (median
reviewers’ratings on the scientific quality of the manuscripts)
for further investigation of the predictive validity of the ACP
peer review process. In this analysis we examined the extent
to which the ratings for accepted manuscripts received during
the discussion phase of the peer review process correspond
with the assignment to the percentile citedness rank classes.
Since this analysis entailed a reduction of the number of
cases to 315 manuscripts (see Database for the Present Study,
above), categories of the variables “reviewers’ median rat-
ings” and “percentile citedness rank classes” that had few
cases were grouped together in one category (see notes to
Table 3).

Table 3 shows the citation impact for the manuscripts
with different median ratings. As the results of the chi-square
test show, there is no statistically significant correspondence
between citation impact and ratings. The Cramer’s V value
indicates a small effect size. As our results in Bornmann,
Marx, et al. (2010) show, the result of the statistical sig-
nificance test reported in Table 3 does not tally with the

finding that we obtained with the median citation counts of
manuscripts having different reviewers’ratings. That analysis
showed statistically significant differences: A better median
rating was associated with a statistically significant increase
in the median citation count. However, about 200 additional
manuscripts could be included in the analysis by Bornmann,
Marx, et al. (2010), and as we mentioned in the Methods
section, the statistical significance test is dependent on sam-
ple size. Despite the fact that the result of the chi-square
test in Table 3 is not statistically significant, the proportions
in the table still show a tendency in the expected direction:
Whereas, for example, 29% of the manuscripts with a median
rating ≤1.5 belong to the top 5% of cited papers in their
field (≥95%), this is 25% and 18% of the manuscripts with
a median rating of 2 and ≥2.5.

Discussion

The strongest reservation about OA journals like ACP is
doubt as to whether they achieve sufficient quality control
(Joint Information Systems Committee, 2004). “In the open-
access business model, it is widely accepted that authors
(or their funding agencies or universities) pay. This means
that . . . the earnings of the journal are directly dependent on
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TABLE 3. Citation impact (percentile citedness rank class) of accepted manuscripts with different reviewers’ median ratings.

Reviewers’ median ratinga

Percentile citedness
rank classb ≤1.5(n = 62) 2 (n = 152) ≥2.5(n = 101) Total (n = 315)

≤25% 7 17 16 15
50% 16 16 29 21
75% 29 22 21 23
90% 19 20 16 18
≥95% 29 25 18 23

Total 100 100 100 100

Note. χ2
8 = 13.7, p = .09, Cramer’s V = 0.15

Citation impact of 315 accepted manuscripts for a fixed time window of 3 years including the publication year.
a1 = excellent, 2 = good, 3 = fair, 4 = poor. The manuscripts with the median ratings 1 (n = 28) and 1.5 (n = 34) were grouped in the category ≤1.5, and

the manuscripts with the median ratings 2.5 (n = 55), 3 (n = 36), 3.5 (n = 5), and 4 (n = 5) were grouped in the category ≥2.5.
bThe classes <25% (n = 9) and 25% (n = 37) were grouped in the category ≤25%, and the classes 95% (n = 57), 99% (n = 13), and 99.9% (n = 4) were

grouped in the category ≥95%.

the number of articles published. Only fools believe that edi-
tors wouldn’t then tend towards acceptance of a manuscript in
the many borderline cases” (Gölitz, 2010, p. 4). According to
Taylor, Perakakis, and Trachana (2008), “one may argue that
editors of OA . . . journals, pressured by their commercial
employers, may be forced to accept articles of lower qual-
ity in order to increase the number published and therefore
the journal’s income” (p. 31). As was discovered recently,
Merck—a global pharmaceutical and chemical company
(see http://www.merck.de/)—“paid an undisclosed sum to
Elsevier [Amsterdam, the Netherlands] to produce several
volumes of a publication that had the look of a peer-reviewed
medical journal, but contained only reprinted or summarized
articles—most of which presented data favorable to Merck
products—that appeared to act solely as marketing tools with
no disclosure of company sponsorship” (Grant, 2009).

In this study we evaluated the quality of the manuscript
selection process at an OA journal, takingACP as an example.
We investigated whether the ACP peer review system in fact
selects papers that after publication show top citation perfor-
mance within their fields. As the results concerning different
median reviewers’ ratings show, there is no statistically sig-
nificant correspondence between citation impact and ratings.
However, the proportions in the table still show a tendency
in the expected direction. Furthermore, the results reveal that
about one-third of theACP papers in recent years belong to the
top 10% of papers in their fields. With about one-third, more
papers are in the top 10% than one would expect for randomly
chosen papers. If papers are chosen randomly from the under-
lying population (here: all publications within the relevant
CA sections), one would expect this value to be 10% (see here
Sheskin, 2007). Compared to the results found for the journal
AC-IE (Bornmann et al., conditionally accepted for publica-
tion), this finding indicates high predictive validity of the
ACP selection decisions. This not only fundamentally con-
firms the findings of other studies on the predictive validity of
closed peer review (see Introduction) but also the first results
on the predictive validity of the selection process at ACP that
we presented in Bornmann, Marx, et al. (in press). In this

evaluation study we compared the median citation impact
of papers that were accepted for publication in ACP after a
positive review or rejected for publication inACP after a nega-
tive review but submitted and published elsewhere. We found
clear citation impact differences between the manuscript
groups.

All in all, our results on the predictive validity of the ACP
peer review system can support the high expectations that
Pöschl (2010), chief executive editor of ACP, has of the new
selection process at the journal: “The two-stage publication
process stimulates scientists to prove their competence via
individual high-quality papers and their discussion, rather
than just by pushing as many papers as possible through jour-
nals with closed peer review and no direct public feedback
and recognition for their work. Authors have a much stronger
incentive to maximize the quality of their manuscripts prior
to submission for peer review and publication, since exper-
imental weaknesses, erroneous interpretations, and relevant
but unreferenced earlier studies are more likely to be detected
and pointed out in the course of interactive peer review and
discussion open to the public and all colleagues with related
research interests. Moreover, the transparent review pro-
cess prevents authors from abusing the peer review process
by delegating some of their own tasks and responsibili-
ties to the referees during review and revision behind the
scenes” (p. 297).
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